A numerical study of the extended finite element method for linear elastic fracture mechanics
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Summary. The extended finite element method combines the flexibility of mesh-independent discontinuities and the accuracy of singular enrichment functions. This paper introduces the method in the context of linear elasticity and gives an overview of its current state of research.
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Introduction

Extended finite element methods (XFEMs) are Galerkin methods where the approximation space is enriched with additional basis functions in order to have an implicit representation of a discontinuity inside the domain and to improve the approximation properties near parts of the domain where singular behavior can be expected. The former implies that the original discretization mesh is not required to conform with a discontinuity—such as a crack in an elastic material. The latter enables the use of uniform discretization in the parts of the domain where a graded mesh would otherwise be recommended, for example, due to reduced rate of convergence caused by sharp corners [26]. These concepts are illustrated in Figure 1.

![Figure 1. The difference between the meshing strategies in the standard and extended finite element methods. The red dashed line represents a crack in an elastic material. On the left, the elements conform with the crack and the mesh is more refined near the crack tip—as recommended when applying the standard finite element method. On the right, the crack is oriented arbitrarily with respect to the elements and the element size is approximately uniform which is possible when using the extended finite element method.](image)
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The method and, in particular, its application to fracture mechanical problems is often attributed to Belytschko–Black [6] and Moës et al. [30]. However, its connection to the partition of unity method of Melenk–Babuška [29] is already emphasized in the original article of Belytschko and Black [6]. In fact, extended finite element methods can usually be interpreted in the framework of generalized finite element methods (GFEMs) in sense of Babuška et al. [4]. For more information about the origins of the discussed methods and different naming conventions, see the review papers Fries–Belytschko [18], Babuška et al. [4] and Belytschko et al. [7], the textbooks Pommier et al. [36] and Zhuang et al. [44], or the monographs by Mohammadi [32, 33] and Chahine [10]. A particularly accurate description of the early history of XFEM/GFEM is provided in Babuška–Banerjee [3].

Although a typical application field is fracture mechanics, the extended finite element method has also been applied to areas such as electromagnetism [28] and fluid mechanics [14, 15]. In addition to the simulation of strong discontinuities (such as cracks), procedures exist for taking into account weak discontinuities where a jump in the gradient of the solution is caused by, for example, a discontinuous material parameter, cf. Fries–Belytschko [18]. In this article we consider only linear elastic domains with cracks.

There exist many variants of the extended finite element method [11, 13, 12, 37]. The variants mainly differ in their enrichment strategy, that is, how the additional basis functions are constructed and where they are located. The method we present here is sometimes referred to as the standard XFEM with a fixed enrichment area [27] or XFEM with a geometrical enrichment [5]. This variant is characterized by an enrichment strategy where the mesh nodes inside a fixed radius from the crack tip are enriched locally in addition to the discontinuous enrichment along the crack.

An optimal a priori error estimate was reported in Nicaise et al. [35] for the solution of the elasticity equations in two-dimensional polygonal domains using the extended finite element method. The optimality means that an asymptotic convergence rate of order $O(h)$ is obtainable by using piecewise-linear basis functions combined with the XFEM enrichments whereas the standard finite element method with piecewise-linear basis functions would be limited to a convergence rate of order $O(h^{1/2})$ in a similar cracked domain, cf. Braess [9]. In addition, some work in the area of a posteriori error estimation exists [19].

The extended finite element method has also been applied to three-dimensional problems [31, 41, 39] although its usefulness is limited by the fact that the crack front asymptotics are not well known for arbitrarily oriented highly curved cracks in three-dimensional domains (see Yosibash [43] for a brief listing of open problems related to the mathematics of fracture mechanics). Therefore, any attempt to enrich the crack front area is unlikely to recover the optimal asymptotic rate of convergence for general three-dimensional domains. A variant of the method with numerically constructed enrichment functions is presented in Duarte–Kim [16] and might provide a solution to this problem.

In this article we formulate the extended finite element method in two-dimensions, present the a priori error estimate of Nicaise et al. [35] and verify it numerically. Some remarks are given on the implementation of the extended finite element method. The goal is to familiarize the reader with the method and its current state of research.

The problem statement

We consider two-dimensional polygonal domains $\Omega \subset \mathbb{R}^2$ whose boundaries are characterized by $N$ non-intersecting line segments $\Gamma_k \subset \partial \Omega$, $k \in \{1, \cdots, N\}$, that form a closed path. Thus, if we have $N$ distinct corner points $c_k \in \mathbb{R}^2$, $k \in \{1, \cdots, N\}$, $c_{N+1} = c_1$, we
may write
\[ \Gamma_k = \{ tc_k + (1-t)c_{k+1} \mid t \in (0, 1) \}, \quad k \in \{1, \ldots, N\}, \]
and
\[ \partial \Omega = \bigcup_{k=1}^N \Gamma_k, \quad \Gamma_i \cap \Gamma_j = \begin{cases} \Gamma_i \cap \Gamma_j & \text{if } i = j, \\ \{c_j\} & \text{if } (i,j) \in \{(j-1,j),(N,1)\}, \\ \{c_i\} & \text{if } (i,j) \in \{(i,i-1),(1,N)\}, \\ \emptyset & \text{otherwise}. \end{cases} \]

Next we introduce a crack \( \Sigma \subset \Omega \) which is also a union of \( M \) mutually non-intersecting line segments \( \Sigma_k, k \in \{1, \ldots, M\} \), between the defining points \( p_k \in \mathbb{R}^2, k \in \{1, \ldots, M+1\} \), such that
\[ \Sigma_k = \{ tp_k + (1-t)p_{k+1} \mid t \in (0, 1) \}, \quad \Sigma = \bigcup_{k=1}^M \Sigma_k, \]
with the further requirements that \( \partial \Omega \cap \Sigma_k = \emptyset \quad \forall k \in \{1, \ldots, M\} \) and \( p_k \in \partial \Omega \) if and only if \( k = 1 \). This implies that the crack \( \Sigma \) intersects the boundary of the domain \( \Omega \) only at one point \( p_1 \). Some valid combinations of \( \Omega \) and \( \Sigma \) are visualized in Figure 2. See also Figure 3 for an example of the introduced notation.

Let \( \widetilde{\Omega} = \Omega \setminus \Sigma \) be the cracked domain and \( n \in \mathbb{R}^2 \) be an unit outward normal to \( \partial \widetilde{\Omega} \). Furthermore, let \( \Gamma_N, \Gamma_D \subset \partial \Omega \) be non-empty parts of the boundary with prescribed traction and homogeneous displacement, respectively. The computational domain is \( \widetilde{\Omega} \) in which we seek for a displacement field \( u : \Omega \rightarrow \mathbb{R}^2 \) satisfying
\begin{align*}
-\nabla \cdot \sigma(u) &= f \quad \text{in } \widetilde{\Omega}, \\
\sigma(u)n &= g \quad \text{on } \Gamma_N, \\
\sigma(u)n &= 0 \quad \text{on } \Sigma, \\
u &= 0 \quad \text{on } \Gamma_D, 
\end{align*}
(1)

for a given body load \( f \in [L^2(\Omega)]^2 \) and traction \( g \in [H^{1/2}(\Gamma_N)]^2 \). For the definition of the function spaces \( L^2 \) and \( H^k, k > 0 \), see for example Adams [2]. In addition to the equations in (1), we have the stress-strain and strain-displacement relationships
\begin{align*}
\sigma(u) &= 2\mu [\varepsilon(u) + (\lambda + 2\mu)^{-1} \lambda \text{tr} \varepsilon(u)I], \\
\varepsilon(u) &= \frac{1}{2}(\nabla u + \nabla u^T),
\end{align*}
(2)
(3)
where $\mu$ and $\lambda$ are the Lamé parameters and $I$ is an identity tensor. Note that (2) is valid only for the plane stress configuration where the modeled object is assumed to be thin in the third dimension.
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Figure 3. The naming conventions used in the paper.

The equations in (1) together with the relationships (2) and (3) form the equations of linear elasticity [34]. The equations of linear elasticity have been applied to model brittle fracture ever since the pioneering works of Griffith [20], Westergaard [42] and Irwin [24]. Nevertheless, the main unknown of the equations, the displacement field, might not be the most interesting engineering variable with regard to fracture development. A more comprehensive view can be given by the so-called stress intensity factors $K_I$ and $K_{II}$ that are computed through the following functionals of $u$ [38]: Suppose that $f = 0$ and let $q = (p_{M+1} - p_M)\|p_{M+1} - p_M\|^{-1}$ be the crack extension direction. Then

\begin{align*}
K_I(u) &= \int_C \sigma(u) : \epsilon(u_I)(n \cdot q) - \sigma(u)n \cdot (\nabla u_I)q - \sigma(u_I)n \cdot (\nabla u)q \, ds, \\
K_{II}(u) &= \int_C \sigma(u) : \epsilon(u_{II})(n \cdot q) - \sigma(u)n \cdot (\nabla u_{II})q - \sigma(u_{II})n \cdot (\nabla u)q \, ds,
\end{align*}

where $C$ is a counterclockwise path around the crack tip such that its endpoints lie on the line segment $\Sigma_M$ and $n$ is an outward unit normal vector to the path. Furthermore, the asymptotic displacements $u_I$ and $u_{II}$ are defined using the crack tip polar coordinate system $(r, \theta)$ originated at $p_{M+1}$ and oriented by the two orthonormal vectors $q = (q_1, q_2)^T$ and $q_\perp = (-q_2, q_1)^T$ representing the local $x$- and $y$-axes, respectively. See Figure 3 for a visual description of the used polar coordinate system. The expressions for $u_I$ and $u_{II}$ are

\begin{align*}
u_I(r, \theta) &= \frac{1}{2\mu} \sqrt{\frac{r}{2\pi}} \left( \cos \frac{\theta}{2}(\delta - \cos \theta) \right), \\
u_{II}(r, \theta) &= \frac{1}{2\mu} \sqrt{\frac{r}{2\pi}} \left( \sin \frac{\theta}{2}(2 + \delta + \cos \theta) \right),
\end{align*}

with $\delta = 3 - \frac{4\lambda}{3\mu + 2\lambda}$ under the plane stress conditions. For more information about the prescribed fracture mechanical concepts such as the stress intensity factors see, for ex-
ample, the textbooks by Janssen et al. [25], Yosibash [43] and Grisvard [21]—listed in an increasing order of mathematical content.

As usual for finite element methods, the numerical solution of (1) together with (2) and (3) is done through a weak formulation of the problem. Let $V = \{ w \in [H^1(\tilde{\Omega})]^2 \mid w|_{\Gamma_D} = 0 \}$. For the equations of linear elasticity, the weak formulation reads: find a function $u \in V$ that satisfies

\[ \int_{\tilde{\Omega}} \sigma(u) : \epsilon(v) \, dx = \int_{\Gamma_N} g \cdot v \, ds + \int_{\tilde{\Omega}} f \cdot v \, dx, \tag{8} \]

for every test function $v \in V$.

**Discretization**

In the extended finite element method, additional basis functions are included in the discrete finite element space in order to improve its approximation properties. Additional accuracy might be required, for example, near points where the domain has corners or crack tips. It is well known that near such features the solution of (8) is not properly approximated by polynomial functions [40]. Thus, the added functions should represent the local behavior of the solution as closely as possible.

When additional basis functions are added into the discrete space, we say that the discrete space is enriched and the added functions are called enrichments. The particular enrichments used in the XFEM for fracture problems are inspired by the fact that the crack tip stress field is always asymptotically a linear combination of the stresses corresponding to the displacements (6) and (7) while approaching the crack tip in two-dimensional plane stress media [21].

In addition to an accurate crack tip approximation, the discontinuity caused by the crack can be represented independent of the mesh by enriching the discrete space with certain discontinuous basis functions. This allows us to use a single computational mesh with various different crack configurations and, therefore, reduce the overall effort in the meshing process.

The enrichment procedure is performed in such a way that we start with a collection of piecewise-linear basis functions—the so-called hat functions—attached to the nodes of the mesh. For some subset of hat functions we apply a modification operation and the resulting set of modified basis functions is augmented to the basis which spans the discrete space. In order to formulate the enrichment procedure, we need to define the node sets for which the corresponding hat functions are modified.

Suppose that we have a triangulation $T_h = \{ K \}$ of the uncracked domain $\Omega$ where $h$ refers to the mesh parameter and $\bar{\Omega} = \bigcup_{K \in T_h} \bar{K}$. This means that the elements are not required to conform with the crack, that is, $K \cap \Sigma$ is not necessarily an empty set. However, we make the simplifying assumption that the crack $\Sigma$ does not go through any vertices of the mesh and that no element is intersected twice by the crack. These are simply technical difficulties that can be overcome either through local mesh modifications or by duplication of nodes. Multiply-cracked elements can be handled by adding multiple enrichments to the nodes of the corresponding elements [8].

Let us denote with $\mathcal{N}_j$, $j \in \mathcal{N} = \{ 1, \cdots, N_{\text{nodes}} \}$, the nodes of the mesh $T_h$ where $N_{\text{nodes}}$ is the total amount of nodes in the mesh. The subset of nodes which are included in the crack tip enrichment, denoted by $\mathcal{X}$, are chosen to be the nodes which are inside
a certain fixed radius \( R \) of the crack tip \( p_{M+1} \). Thus,

\[
\mathcal{X} = \left\{ j \in \mathcal{N} \mid \| \mathcal{N}_j - p_{M+1} \| \leq R \right\}.
\]  

Furthermore, the subset of nodes which are included in the discontinuous enrichment, denoted by \( \mathcal{J} \), are chosen to be the nodes for which the neighboring elements do not contain the crack tip but at least some of them are nevertheless intersected by the crack. Hence, if \( \text{neigh}(\mathcal{N}_j) = \{ K \in T_h \mid \mathcal{N}_j \in K \} \) are the elements that have \( \mathcal{N}_j \) as a vertex then

\[
\mathcal{J} = \left\{ j \in \mathcal{N} \mid \text{neigh}(\mathcal{N}_j) \cap \Sigma \neq \emptyset \text{ and } p_{M+1} \notin \text{neigh}(\mathcal{N}_j) \right\}.
\]

The nodes belonging to the sets \( \mathcal{X} \) and \( \mathcal{J} \) are illustrated in Figure 4.

Let \( \mathcal{N}_D \) be the indices of the nodes at the Dirichlet boundary \( \Gamma_D \). The standard piecewise-linear basis functions \( \varphi_j, j \in \mathcal{N} \setminus \mathcal{N}_D \), are defined such that they are linear in each element \( K \in T_h \) and satisfy \( \varphi_j(\mathcal{N}_j) = \delta_{ij} \) for all \( i, j \in \mathcal{N} \setminus \mathcal{N}_D \) where \( \delta_{ij} \) is the Kronecker delta symbol. The following notation is used to build up the basis for the approximation of the extended finite element method. Let \( f \) be an arbitrary function and \( A \) be a subset of \( \mathcal{N} \). Then we define

\[
\mathcal{B}_A(f) = \left\{ \left( \begin{array}{c} f \varphi_j \\ 0 \end{array} \right) \mid j \in A \setminus \mathcal{N}_D \right\} \cup \left\{ \left( \begin{array}{c} 0 \\ f \varphi_j \end{array} \right) \mid j \in A \setminus \mathcal{N}_D \right\}.
\]

Through the crack and its straight extension (see Figure 3), the domain can be split into two parts \( \Omega_1 \) and \( \Omega_2 \). Using the functions

\[
H(x) = \begin{cases} 
1 & \text{if } x \in \Omega_1, \\
-1 & \text{if } x \in \Omega_2,
\end{cases}
\]
\[ F_1(x) = F_1(r, \theta) = \sqrt{r} \sin \frac{\theta}{2}, \quad (14) \]
\[ F_2(x) = F_2(r, \theta) = \sqrt{r} \cos \frac{\theta}{2}, \quad (15) \]
\[ F_3(x) = F_3(r, \theta) = \sqrt{r} \sin \theta \sin \theta, \quad (16) \]
\[ F_4(x) = F_4(r, \theta) = \sqrt{r} \cos \theta \sin \theta, \quad (17) \]

the discrete space of the extended finite element method is written as
\[ V_h = \text{span} \left[ B \mathcal{N}(1) \cup B \mathcal{J}(H) \cup \bigcup_{i=1}^{4} B \mathcal{X}(\tilde{F}_i) \right] \subset V. \quad (18) \]

Finally, the discrete formulation reads: find \( u_h \in V_h \) such that
\[ \int_{\tilde{\Omega}} \sigma(u_h) : \varepsilon(v_h) \, dx = \int_{\Gamma_N} g \cdot v_h \, ds + \int_{\tilde{\Omega}} f \cdot v_h \, dx, \quad (19) \]
is satisfied for every \( v_h \in V_h \). The solution of (19) will obey the following \textit{a priori} error estimate proven originally by Nicaise et al. [35]. For a more careful review of the proof see a recent Master’s thesis by Gustafsson [23]. To formulate the upcoming theorem, we use the usual \( H^1 \) and \( H^2 \) norms defined by
\[ \|w\|_{1,D}^2 = \int_D w^2 \, dx + \int_D \nabla w \cdot \nabla w \, dx \]
and
\[ \|w\|_{2,D}^2 = \|w\|_{1,D}^2 + \int_D \left( \frac{\partial^2 w}{\partial x^2} \right)^2 + 2 \left( \frac{\partial^2 w}{\partial x \partial y} \right)^2 + \left( \frac{\partial^2 w}{\partial y^2} \right)^2 \, dx. \]
For vector-valued functions we interpret
\[ \|w\|_{k,D}^2 = \|w_1\|_{k,D}^2 + \|w_2\|_{k,D}^2. \]

**Theorem 1.** Let \( \chi : [0, \infty) \to [0, 1] \) be a sufficiently smooth cutoff function satisfying
\[
\begin{cases}
\chi(r) = 1 & \text{if } r < \frac{R}{2}, \\
0 < \chi(r) < 1 & \text{if } \frac{R}{2} < r < R, \\
\chi(r) = 0 & \text{if } r > R.
\end{cases}
\]
Assume that the solution \( u \in [H^1(\tilde{\Omega})]^2 \) to the continuous problem (8) satisfies
\[ u - \chi(r)(K_I(u)u_I + K_{II}(u)u_{II}) = u - \chi(r)u_S \in [H^2(\tilde{\Omega})]^2. \]
Then for the discrete solution \( u_h \) of (19) we have the estimate
\[ \|u - u_h\|_{1,\tilde{\Omega}} \leq Ch \left( \|u - \chi(r)u_S\|_{2,\tilde{\Omega}} + \|u_S\|_{1,\tilde{\Omega}} \right). \]
Implementation issues

The implementation of the extended finite element method differs slightly from the implementation of the standard finite element method. In order to integrate exactly on both sides of the crack, a subtriangulation which follows the crack must be computed. Fortunately, this subtriangulation is not required to satisfy any shape regularity constraints as it is used only to generate quadrature points. See Figure 4 for an example subtriangulation and Figure 5 for the distribution of quadrature points near the discontinuity for the same mesh.

Figure 5. On the left, a zoomed view of Figure 4. On the right, the distribution of second-order exact Dunavant quadrature points through the subtriangulation. Color indicates the sign of $H(x)$ as defined in (12).

Although finding such a subtriangulation is straightforward in two-dimensions, the internal representation of the discontinuity should be flexible enough for a convenient manipulation of the crack location. The usage of level-sets to define the location of a discontinuity has showed its potential and also extends to three-dimensional problems [36, p. 29]. In our in-house code and this paper we have chosen a conceptually simpler approach of defining the crack explicitly as a set of line segments.

Additional care must be taken when integrating the non-polynomial terms caused by the non-polynomial crack tip basis functions, for example, in $B_{\tilde{F}_1}(\tilde{F}_1)$. An exact quadrature rule is not known to exist although special quadrature rules have been developed, for example, in Laborde et al. [27] that perform better than any standard rules with respect to the number of quadrature points. In our code we employ the so-called Dunavant quadrature points [17] even though they are not specifically tailored for the presence of the crack tip singularity. The effect of inaccurate integration is studied in the numerical experiments.

The inclusion of additional basis functions will increase the size of the resulting stiffness matrix. If the degrees of freedom are numbered such that the first $N_{\text{nodes}}$ degrees of freedom correspond to the $x$-displacements and the rest to the $y$-displacements, the
resulting symmetric stiffness matrix $K$ can be written as the block matrix

$$K = \begin{bmatrix} K_{xx} & K_{xy} \\ K_{xy}^T & K_{yy} \end{bmatrix},$$

(20)

where

$$(K_{xx})_{ij} = \int_\Omega \sigma(\phi_j/0) : \epsilon(\phi_i/0) \, dx,$$

(21)

$$(K_{xy})_{ij} = \int_\Omega \sigma(0/\phi_j) : \epsilon(\phi_i/0) \, dx,$$

(22)

$$(K_{yy})_{ij} = \int_\Omega \sigma(0/\phi_j) : \epsilon(0/\phi_i) \, dx,$$

(23)

and

$$\phi_i = \begin{cases} \varphi_i & \text{if } i \in \mathcal{N}, \\ H\varphi_i & \text{if } i \in \{|\mathcal{N}| + 1, \cdots, |\mathcal{N}| + |\mathcal{J}|\}, \\ \tilde{F}_k\varphi_i & \text{if } i \in \{|\mathcal{N}| + |\mathcal{J}| + (k-1)|\mathcal{X}| + 1, \cdots, |\mathcal{N}| + |\mathcal{J}| + k|\mathcal{X}|\}. \end{cases}$$

(24)

Furthermore, every submatrix $K_{xx}$, $K_{xy}$ and $K_{yy}$ can be split into nine submatrices by the different types of basis functions in (24). For example,

$$K_{xx} = \begin{bmatrix} A & B & C \\ B^T & D & E \\ C^T & E^T & F \end{bmatrix},$$

(25)

where

$$(A)_{ij} = \int_\Omega \sigma(\varphi_j/0) : \epsilon(\varphi_i/0) \, dx \quad i, j \in \mathcal{N},$$

$$(B)_{ij} = \int_\Omega \sigma(\varphi_j/0) : \epsilon(\varphi_i/0) \, dx \quad i \in \mathcal{N}, j \in \{1, \cdots, |\mathcal{J}|\},$$

$$(C)_{ij} = \int_\Omega \sigma(\varphi_j/0) : \epsilon(\varphi_i/0) \, dx \quad i \in \mathcal{N}, j \in \{(k-1)|\mathcal{X}| + 1, \cdots, k|\mathcal{X}|\},$$

$$i \in \{1, 2, 3, 4\},$$

$$(D)_{ij} = \int_\Omega \sigma(\varphi_j/0) : \epsilon(\varphi_i/0) \, dx \quad i \in \{1, \cdots, |\mathcal{J}|\},$$

$$j \in \{(k-1)|\mathcal{X}| + 1, \cdots, k|\mathcal{X}|\},$$

$$i \in \{1, 2, 3, 4\},$$

$$(E)_{ij} = \int_\Omega \sigma(\varphi_j/0) : \epsilon(\varphi_i/0) \, dx \quad i, j \in \{(k-1)|\mathcal{X}| + 1, \cdots, k|\mathcal{X}|\},$$

$$k \in \{1, 2, 3, 4\}.$$

The other submatrices of $K$ can be split similarly. The sparsity pattern of the resulting stiffness matrix for the configuration of Figure 4 is visualized in Figure 6.
The sparsity pattern of Figure 6 reveals that the lower-right corner of the submatrix $K_{xx}$ of (25), equating to $F$, has a high fill-in. This is due to the fact that multiple basis functions have exactly the same support inside the crack tip radius. The discontinuous basis functions are only limited to the nodes of the triangles cut by the crack and hence the size of the matrix $D$ is small. Moreover, the size of the matrix $F$ is heavily dependent on the enrichment radius $\mathcal{R}$. For large values of $\mathcal{R}$ or small values of $h$, the size of $F$ might even surpass the size of the matrix $A$ which corresponds to the stiffness matrix of the standard finite element method. This means that the computational time spent solving the final linear system of equations is higher than for the standard finite element method.

Implementation of the method into an existing two-dimensional finite element code turned out to be fairly straightforward although special care must be taken in order to efficiently implement the additional data structures and the subtriangulation routine. Note that in three spatial dimensions the work becomes much more involved, cf. Sukumar et al. [41].

Numerical experiments

In order to verify the estimate of Theorem 1 we consider a problem setting similar to the one in Figure 4. An exact solution is known if the whole outer boundary (that is, excluding the crack boundaries) is set to a Dirichlet condition with values equal to some superposition of $u_I$ and $u_{II}$ that both satisfy the traction-free condition at the crack boundaries and also satisfy the equilibrium equation with $f = 0$. We choose the boundary values to be equal to $10^9 u_I + 10^8 u_{II}$ and the material parameters $E = 210$ GPa with $\nu = 0.3$. Furthermore, we consider only plane stress conditions. The enrichment radius was chosen to be $\mathcal{R} = 0.2$ and a tenth-order Dunavant quadrature rule was used.
in the elements inside the enrichment radius. A second-order quadrature rule was used in the other elements.

The resulting displacement field and post-processed von Mises stress are visualized in Figure 7. The convergence rate of the finite element solution in $H^1$ norm is shown in Figure 8. The linear fittings to the numerical data in Figure 8 verify the statement of Theorem 1 and show that a suboptimal (with respect to the polynomial order) convergence rate of order $O(h^{1/2})$ is obtained when using the standard finite element method and that a higher order of convergence can be obtained with the extended finite element method.

One severe downside of the discussed XFEM variant is that the condition number of the system matrix $K$ will increase approximately as $O(h^8)$ while for standard finite element method it increases only as $O(h^2)$. This is demonstrated numerically in Figure 9. An intuitive reason behind this is that the added basis functions can be fairly similar to the already included standard hat functions, for example, when $r \approx R$ and large enrichment radii are used. This significantly reduces the usefulness of iterative solvers and will ultimately induce numerical error even with direct solvers. An improvement in the conditioning issue of the stiffness matrix has been reported in Gupta et al. [22] and was achieved by modifying the set of additional crack tip basis functions such that they are maximally orthogonal to the standard piecewise-linear basis functions.

In order to demonstrate the necessity of an accurate quadrature rule, we compared the $H^1$ error of the solution when integrating with various orders of Dunavant rule in the crack tip triangles. The results are visualized in Figure 10 and show that the $H^1$ error might stagnate rapidly when using too low-order integration rules. Thus, even though no exact integration rules exist it should always be verified that the incorporated quadrature is exact enough for the desired numerical accuracy.
Figure 8. The convergence rate of $H^1$ error $\|u - u_h\|_{1,\Omega}$ with respect to the mesh parameter $h$. Here $R = 0.2$ and a tenth-order Dunavant quadrature was used in the crack tip triangles.

Figure 9. The condition number of the system matrix $K$ as estimated by the MATLAB command `condest` for the standard and extended finite element methods.
The inclusion of additional and properly chosen basis functions has been shown to increase the rate of convergence of the finite element solution. This is, in fact, something that has been known for decades: Strang–Fix [40] already proposed the inclusion of the crack tip functions in 1973 for the solution of the Poisson equation. The essential contribution of the extended finite element method is the combination of the crack tip enrichments and the clever representation of the discontinuity in order to obtain a flexible method to experiment with different crack configurations and even perform crack propagation studies. The concept of a flexible discontinuity representation is demonstrated in Figure 11 by solving the elasticity equations in a single domain with the same initial mesh, boundary conditions and two different crack locations.

Concluding remarks

A two-dimensional extended finite element method for fracture mechanics was presented and numerically verified to provide better convergence rates in $H^1$ norm than the standard finite element method with piecewise-linear elements. The method was demonstrated to provide a flexible way to experiment with various crack configurations and therefore it can also be a viable choice for crack propagation studies where the location of the discontinuity is constantly evolving.

Although the lack of three-dimensional asymptotic results for arbitrarily curved cracks reduces the usefulness of the extended finite element method for three-dimensional modeling [23], its merits related to the flexibility of the crack location are obviously recognized amongst the commercial finite element community. For example, the three-dimensional extended finite element support in Abaqus of Dassault Systèmes is constantly updated—most recently in the version 6.14 of the software package released in 2014 [1]. This suggests that the commercial interest in mesh-independent crack simulation studies is not decreasing.
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