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An application of the flexible multibody approach used to
estimate human skeleton loading

Adam K lodowski, Timo Rantalainen, Ari Heinonen, Harri Sievänen and Aki Mikkola

Summary. Skeletal loading can be estimated using several approaches. The most common
approach is based on utilizing mechanical principles and ground reaction forces as predictors
for skeletal loading. This method can be considered as a relatively simple approach since it
cannot account for muscle forces. Flexible multibody approach allows for estimating skeletal
loading and strains within the bones; once bone flexibility, muscle forces, ground reaction forces
and the natural motion of a subject have been accounted for. This paper presents a summary
that describes how deformable bodies can be introduced to the standard multibody formulation
and explains the benefits and drawbacks. As an example of application, models used to assess
tibial strains among two subjects are presented. The results of the multibody simulations are
compared to in vivo studies, showing acceptable correlation and method performance.
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Introduction

Osteoporosis, accidents and subsequent bone fractures cause suffering on an individual
level, as well as an economical burden to society [1, 2]. It has been estimated that between
30,000 to 40,000 osteoporosis-related fractures occur annually and that 400,000 Finnish
people have osteoporosis [3]. Between the years of 1998 to 2000, there were approximately
6,000 hip fractures (this amount only accounts for individuals who suffered their first hip
fracture) annually in Finland. More than 90% of these accidents happened to people older
than 50 years of age [4, 5]. In order to withstand prevalent loading without breaking; while
remaining relatively light in weight to allow for locomotion, bones have the ability to adapt
their structure to functional loading [6, 7]. Bones are loaded in daily activities by muscles
and resist the pull of gravity while accelerating and decelerating body segments [8]. It
has been demonstrated that physical activity in the general population strongly affects
the amount of weight a skeleton can withstand [9], and therefore, the skeleton is loaded
mainly by locomotory actions that impart strains on bones. One method to estimate
loading, and thus strains, caused by locomotory actions on the bones is to examine the
ground reaction forces registered during these actions [10, 11, 12, 13]. This method is,
however, only applicable to the lower body. Nevertheless, it is rarely brought into question
if estimating skeletal loading from ground reaction forces is reasonable. Joint angles as
well as muscle activity have a great influence on the loading of different bones and should
be considered. In addition, diverse bone geometry and mineral content also have a great
influence on bone strains. An equal amount of force applied to different bones will lead to
different bone strains if the mineral amount and/or geometry of the loaded bones differ.

Since strains are one of the most important stimulants to bone adaptation [14, 15],
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designing of osteogenic interventions could benefit from the knowledge of bone strains at
different cross-sections in a wide range of exercises. In vivo bone strain measurements
are limited to superficial bone sites [16], and therefore, measuring multiple clinically in-
teresting bone sites is not feasible. Modeling based approaches are expected to provide
a reasonable alternative for estimating the skeletal loading and strains at different loca-
tions during dynamic movement. Consequently, flexible multibody dynamics is used in
this study to estimate bone strains during human walking [17, 18, 19]. The purpose of
this paper is to highlight some of the practical challenges affecting the feasibility of the
approach as well as to present an outline of the method. Finally, a discussion of other
possible modeling approaches, their benefits and drawbacks is included in this study.

Flexibility in multibody applications can be accounted for in a number of ways. The
linear theory of elastodynamics can be considered as a traditional approach to account for
flexibility. This approach relies on the assumption of small deformations in the flexible
bodies. Thus, rigid body simulation is decoupled with the deformation computation. The
rigid body simulation is performed to obtain the external, as well as internal, forces acting
upon each of the bodies. These forces are later imposed on the finite element model of the
body for which deformations, stresses and strains can be obtained [20, 21, 22, 23, 24, 25].
Standard multibody and finite element solvers can be used for this method, which is a great
benefit. Additionally, a considerable increase in computational speed can be achieved if
the force application points are known a priori and do not vary over the duration of the
simulation. In such cases, the use of linear finite element analysis is reduced to a single
computation of the full model. Strains, stresses and deformations can then be computed
for each time step as post-processing. Conversely, the flexibility of the bodies does not
affect the multibody simulation behavior, which is the main disadvantage, especially in
case of considerable deformations.

Lumped mass formulation is another method that can be used to describe mechanical
flexibility [26, 27, 28, 29, 30, 31, 32, 33]. In this formulation, a flexible body is replaced
as a set of point masses connected via springs. Using a sufficient amount of springs and
masses allows for reasonably accurate mass distribution, within inhomogeneous bodies as
well. Similar to the linear theory of elastodynamics, the lumped mass approach does not
require that any changes be made in the standard rigid multibody solver. In contrast
to the rigid body representation, the performance decays with the rise of disretization
precision. Therefore, this method can only be practically applied to beam structures.

The third major method for introducing flexibility into the multibody formulation is
the floating frame of reference [34]. Formulation relies on coordinate partitioning so that
one set of coordinates is used to describe the flexible body’s reference frame in the global
coordinate system and another set of coordinates is used to describe the deformation of
the body in the local frame of reference. Originally, the deformation of the body was
described in a similar fashion to the finite element method, resulting in a remarkable
increase in regards to computational effort. However, Shabana and Wehage [35] have
developed a solution to this problem by replacing the full finite element models of flex-
ible structures with deformation modes description. This allowed for a reduction in the
amount of deformation coordinates (in the range of thousands) to a reasonable amount
of modal coordinates, making this method an effective compromise between accuracy and
computational effort. Additional details on different flexible multibody formulations can
be found in the comprehensive survey of Wasfy and Noor [36].
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Materials & methods

The floating frame of reference formulation was chosen to describe strains in the bones
described in the authors’ recent studies [17, 18, 19, 37]. Global position of a particle,
r, located on a deformable body in the floating frame of reference can be described as
follows:

r = R + A(ū0 + ūf ) (1)

where R is the position vector of the local frame of reference, ū0 is the vector of location
of the particle described in the local frame in the undeformed state and ūf is the vector
describing the translation of a particle due to deformation. Modal reduction technique
can be applied to ūf coordinates,

ūf = Φp (2)

where Φ is the matrix that contains assumed deformation modes, and p is the vector of
modal coordinates. Assumed deformation modes needed in the description of deformation
can be obtained from the Craig-Bampton [5] modal reduction method. The principle of
virtual work can be used to express inertial, elastic and externally applied forces in terms
of generalized coordinates. The inertial forces, Finer, of a flexible body can be written as:

Finer =

∫

V

ρr̈TdV (3)

where ρ is the density of a particle within the body, V is the volume of the flexible
body and r̈ is the acceleration vector of the particle. By applying the concept of virtual
displacement, the virtual work done by inertial forces can be expressed as:

δWint =

∫

V

ρr̈TdV δr (4)

The virtual displacement of vector r can be expressed in the form:

δr =
δr

δq
δq =

[

I −A ˜̄uḠ AΦ
]

δq (5)

where A is the rotation matrix, q is the generalized coordinates vector and Ḡ is the
transformation matrix coupling first time derivatives of orientation parameters and angu-
lar velocities expressed in the local frame of reference. Combining equations (4) and (5)
yields:

δWint =

∫

V

ρr̈T
δr

δq
dV δq = QT

i δq (6)

The generalized inertial forces Qi can be written in the form:

QT
i =

∫

V

ρr̈T
δr

δq
dV (7)

Differentiating equation (1) twice leads to a description of the acceleration vector r̈:

r̈ =
[

I −A ˜̄uḠ AΦ
]





R̈

θ̈

p̈



 +
[

0 −A ˜̄ω ˜̄uḠ−A ˙̄̃u ˙̄G A ˜̄ωΦ

]





Ṙ

θ̇

ṗ



 (8)

130



where θ is the vector of orientation parameters. Combining equations (5), (7) and (8)
yields:

Qi = Mq̈ + Qv (9)

where mass matrix M is defined as:

M =

∫

V

ρ





I −A ˜̄uḠ AΦ

GT ˜̄uAT
−GT ˜̄u˜̄uḠ GT ˜̄uΦ

ΦTAT
−ΦT ˜̄uḠ ΦTΦ



 dV (10)

and the quadratic velocity vector Qv:

Qv =

∫

V

ρ







A ˜̄ω ˜̄ωū + 2A ˜̄ωΦṗ−A ˜̄u ˙̄Gθ̇

ḠT ˜̄uT ˜̄ω ˜̄uḠθ̇ + ḠT ˜̄uT ˜̄u ˙̄Gθ̇ − 2ḠT ˜̄uT ˜̄ωΦṗ

−Φ ˜̄ω ˜̄uḠθ̇ −Φ˜̄u ˙̄Gθ̇ + 2Φ ˜̄ωΦṗ






dV (11)

Algebraic equations are used for the description of constraints between bodies. Constraint
equations are expressed as:

C(q) = 0 (12)

The concept of virtual work can also be applied to the elastic forces and externally applied
forces in a similar manner as with the inertial forces. After the introduction of constraint
equations (12), the equation of motion takes the form of a differential algebraic equation
and can be formulated as:

Miq̈i + Kiqi + CT
qiλ = Qei + Qvi (13)

where: Qei is the vector of generalized forces, CT
qi is the constraint Jacobian matrix, λ

is the vector of Lagrange multipliers and generalized reaction forces are represented by
the product CT

qiλ. Index i points to a single body. Equations (13) and (12) form a set of
Differential Algebraic Equations (DAE) which can be converted to ordinary Differential
Equations (ODE) to solve for the dynamic response of the multibody system in time
domain.

Participants, measurements and the multibody models

Three-dimensional musculoskeletal models with contact description were developed using
the LifeMOD (Biomechanics Research Group, Inc., California, USA) plug-in [38] for MSC
ADAMS (MSC Software Corporation, California, USA) general multibody software. The
skeletons were generated based on the test subjects’ weight, height, gender and age. Two
Caucasian male subjects volunteered for the experiments. The first subject is 25-years-old,
184cm tall and weighs 89kg. The second subject is a 65-year-old gentlemen, 170cm tall
and weighs 65kg. All experiments involving human subjects were conducted in agreement
with the Helsinki declaration and were approved by the local ethical committee. All
subjects gave their written informed consent prior to the study. Subjects were equipped
with an EMG wireless recording set and a suit containing reflective markers. They were
then asked to walk with their preferred speed on a level surface. Along the path of the
level surface, two 10m long force platforms were installed for independent measurement
of the ground reaction forces for both legs. The subjects’ motion during one full walking
cycle was captured using a stereophotogrammetic method. Muscle activities were then
simultaneously measured for several lower limb muscles with surface electromyography.
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Table 1. Parameters of the kinematical joints [37].

Joint Type
Flexion/extension

Inversion/eversion
Rotation

Abduction/adduction
Stiffness Damping Stiffness Damping Stiffness Damping
[Nmm/◦] [Nmms/◦] [Nmm/◦] [Nmms/◦] [Nmm/◦] [Nmms/◦]

Ankle Universal 210 21 10,000 1,000 - -
Knee Revolute 270 27 - - - -
Hip Spherical 700 70 1,500 150 800 80
Lumbar Revolute 1,000 100 - - - -
Thoracic Revolute 1,000 100 - - - -
Lower neck Revolute 1,000 100 - - - -
Upper neck Fixed - - - - - -
Scapular Fixed - - - - - -
Shoulder Universal 700 70 700 70 - -
Elbow Revolute 60 6 - - - -
Wrist Revolute 30 3 - - - -

Among each subject, two types of three-dimensional multibody models were created.
The first one is a generic full-body model with a simple closed-loop PID-controlled muscle
model [39]. In this model bones were assumed to be rigid. The geometry, mass and inertial
properties of the bones were imported from the LifeMOD database, which contains generic
shell skeleton models representing the population average. The bones were connected
using frictionless kinematic joints with passive stiffness and damping. The omission of
friction modeling in the joints is justified because in healthy subjects, this friction is
nearly zero. Detailed joint parameters are given in Table 1 [40]. The second type of
musculoskeletal models was derived from the generic rigid models. They differed in the
sense that they included flexible tibia in first case and in the second case both tibias and
both femurs were replaced with their flexible representations

Finite element models

A homogeneous and anisotropic material model, based on values reported in the literature
[41], was used for all bones in this study. Young’s modulus and the shear elastic modulus
of the cortex bone in the longitudinal direction were assumed to be 17 and 10 GPa,
respectively. Young’s modulus and the shear elastic modulus of the cortex bone were
assumed to be transversely isotropic, with values of 5 and 3.5 GPa. Either generic bones
obtained from the LifeMOD [17, 19] or a 3D reconstruction from an MRI image stack were
used to generate the finite element models [18]. A tetrahedral solid element mesh was used
for the bone modeling. An automatic meshing tool from ANSYS (version 11, ANSYS,
Inc., Canonsburg, USA) with a fixed element size of 9 mm was applied during the bone
model discretization. Bone models were connected with joint centers using massless rigid
beams to enable load distribution over the articular cartilage surfaces. The finite element
models were subjected to modal analysis to compute natural frequencies and associated
natural deformation modes. For the modal analysis, nodes corresponding to joint centers
were defined as boundaries for the Craig-Bampton modes. Craig-Bampton modes with
an orthonormalization procedure were used to reduce the complexity of the finite element
model used in the multibody simulation [42]. For tibia bones, the amount of deformation
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modes used was between 9 and 14, with corresponding eigenfrequencies ranging from 470
to 20,000 Hz. Generally, from the used deformation modes, 9 influenced the strain results
more than 2%. For femur bones, 26 eigenmodes were used in the dynamics simulation.
Natural frequencies corresponding to the deformation modes of femurs ranged from 481
to 27,286 Hz. Seven of the modes had an influence above 2%.

Simulation

For each subject, simulation was conducted in two steps. The first step involved inverse
dynamics, which aimed at obtaining muscle contraction patterns. During this step, the
rigid model was driven by the motion data obtained from experimentation. Consequently,
muscles were represented with passive elements, producing no force. As a result of the
inverse dynamics, muscle contraction patterns were obtained together with reference body
movement. The body movement data was used to determine initial conditions for the
forward dynamics simulation.

The second step, forward dynamics simulation, was performed using the model with
flexible bones, active muscles and contact models. Contraction patterns of the muscles
were used as input signals for the PID controllers of active muscles. Vertical stabilization
of the model was achieved with the use of a tracking agent implemented in LifeMOD.
The tracking agent uses motion data obtained from inverse dynamics as a reference and
applies external torques at the center of mass in the model if necessary. This allows for the
compensation of the wobbling masses in the skin, inaccuracy of the mass distribution and
errors in the motion capture. The simulation output consists of bone strains at desired
locations and ground reaction forces.

A time step of 0.02 seconds was used in all simulations. Foot-to-ground contact was
described using an ellipsoid-plane contact model provided by LifeMOD. Contact param-
eters were determined experimentally and are: damping 20 Ns/mm, stiffness 200 N/mm,
static friction coefficient 1, dynamic friction coefficient 0.8, stiction velocity 1 mm/s, and
friction velocity 10 mm/s.

Verification of the models was accomplished by comparison of body motion trajecto-
ries obtained in the forward dynamics to the inverse dynamics results. Motion pattern
accuracy in both cases reached 99.9%. The discrepancies between inverse and forward
dynamics simulations are the result of introduced bone flexibility and contact model. It
has to be noted, that even though muscle contraction has to be preserved due to the
control algorithm, the model is still free to move as a whole, eg. fall down. Thus, body
segment trajectories should be verified. The second method of verification consisted of a
comparison of the simulated ground reaction forces to the measured values.

Results and discussion

In the presented study’s models, kinematics was correctly reproduced with the forward
dynamics simulation. Natural human movement was used as a reference for verification
of the multibody simulations. Ground reaction forces can be considered the most prob-
lematic part of modeling, as they are affected by a large number of parameters, including
mass distribution which is difficult to account for. Despite the complexity of modeling of
ground reaction forces, they were reproduced to a reasonable extent [17, 18, 19].

In contrast, muscle activity patterns left room for improvement on many occasions.
The main problem in modeling muscular force production stems from the redundancy of
the musculoskeletal system. This redundancy means that specific joint motion can be
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Table 2. The mid-shaft in-plane strains. Literature values from in vivo measurements and the values
estimated by the models. The principal strains and strain rates are obtained from the anteromedial
aspect of the tibial midshaft.

Strain Magnitude Strain rate
[microstrain] [microstrain/s]

Max Min Max
Max Min

Max
principal principal shear shear

Lanyon et al. [49] 395 -434 829 - -4000 -
Burr et al. [8] 437 -544 871 11006 -7183 16162
Milgrom et al. [50] 840 -454 1183 3955 -3306 10303
Milgrom et al. [51] 394 -672 - 4683 -3820 -
Al Nazer et al. [17] 490 -588 1078 3800 -4100 9500
Al Nazer et al. [18] 305 -645 948 4000 -7000 10000

achieved by an infinite combination of muscle activation patterns, differing only in the
magnitude of the total force produced by muscles. Energy minimization algorithms can
be used to circumvent this problem, as well as a simple muscle force division algorithm
based on muscle function and cross-sectional area. Those two approaches however cannot
fully represent the antagonistic effect of the muscles under heavy loading. Another part
of the problem is that force production of a given muscle cannot be measured (the closest
one can get is measuring force output of a muscle group from the tendon, e.g. Achilles
tendon and patella tendon in vivo force measurements [43, 44]). Recording muscle activity
with the use of surface electromyogram (EMG) was utilized as a surrogate for muscular
force production in the present studies. It is worth noting sEMG is subject to cross-
talk [45] and that force-EMG relationship may not be expected to be linear in any case
[46]. Consequently, a reasonable approach for correlating EMG and the modeled force
prediction may be to consider just the timing of muscular activity [47]. However, even the
timing of muscular activity was incorrect on several occasions, showcasing the difficulty
of overcoming the redundancy problem in predicting muscular force outputs.

Nevertheless, for tibial strain estimates, the modeled force output of main muscle
groups quadriceps femoris and triceps surae agreed relatively well with the measured
EMGs. In terms of the strain estimates, the models gave sound results for tibia (Table 2),
showing variation between the two subjects and falling within the measured values in vivo.
For femur, no comparable data is available in literature, but the timing of the maximal
strains agreed with the maximal transverse moment timing measured for instrumented
hip implants [48].

Conclusions

Currently, the preferred methods for estimating skeletal loading are based on relation-
ships to ground reaction forces [52, 14, 13]. Unfortunately this approach gives just a
rough estimate of bone loading without accounting for bone geometry or the subject’s
proportions. Alternatively, multibody simulations provide a method to create subject-
specific musculoskeletal models. Bone models can be either generic, providing the overall
bone proportions and sizes, or they can be reconstructed from medical imaging data to
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fully match the subject. Material models of the bones can be based on averaged literature
values or obtained from mathematical dependencies of elastic properties on computed to-
mography data [53, 54]. Furthermore, use of different material models for cortical and
trabecular bones can enhance model accuracy. Additional enhancement can be achieved
with the introduction of an inhomogeneous material model.

Initial strain modeling results have given new insight into bone loading research. Clin-
ically interesting, yet inaccessible, in vivo sites can now be investigated. Strain results
at accessible bone surfaces obtained from flexible multibody simulations comply with the
measurements obtained in vivo or in situ. This encourages the usage of the method to
the previously unavailable bone sites. However, plenty of research is still needed to pro-
vide reliable validation data for the multibody simulations, as well as to provide accurate
material models.

Bone strains play an important role in bone remodeling. Thus, studying bone strains
at various locations within different bones can provide more knowledge of how specific
exercises and physical activities influence different bone formation and resorption. It
seems plausible that one may theorize an exercise that causes high ground reaction forces,
while causing only minimal loading on one or another bone. On the other hand, verifying
the influence of exercise on bones by examining bone strains would not lead to such
inaccurate conclusions. In conclusion, the presented flexible multibody dynamics appears
feasible for modeling skeletal loading. Currently, the Lappeenranta-Jyväskylä research
team investigates typical gym exercises in terms of bone strains utilizing the flexible
multibody approach. The results of the studies are expected to provide more insight
into how different exercises affect skeletal system components, and thus allow providing
guidelines for exercise equipment design.
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[9] T. M. Mikkola, S. Sipilä, T. Rantanen, H. Sievänen, H. Suominen, J. Kaprio,
M. Koskenvuo, M. Kauppinen, and A. Heinonen, “Genetic and environmental in-
fluence on structural strength of weight-bearing and non-weight-bearing bone: a
twin study,” Journal of Bone and Mineral Research, vol. 23, pp. 492–498, Apr 2008.
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of daily physical activity on proximal femur,” Clin.Biomech.(Bristol, Avon), vol. 21,
pp. 1–7, Jan 2006.
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